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Today’s program (CET)
08:30 sites begin connecting
08:55 all sites are ready
09:00 (Fabio) Welcome
09:05 Machine Learning and Deep Learning: an Embodied AI Perspective
10:00 Break
10:10 Guest Lecture by Yulia Sandamirskaya, Intel Germany, Munich, 
Germany: Neuromorphic Computing
11:00 Wrap-up



Today’s Guest Lecture
10:10 Yulia Sandamirskaya, 

Intel Germany, Munich, Germany

«Neuromorphic Computing»

Stay tuned!
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Why it matters



Why it matters



A comparison



Go: Hong Kong, 2017



A comparison
Chess and GO are ‘perfect information games’

They always have an optimal value function which determines, under perfect game 
assumptions by all players, the outcome of the game from any initial state s. 

The recursion tree in such games will include roughly bd moves

• Chess: b » 35, d » 80 

• Go:       b » 250, d » 150

Interestingly the developers of AlphaGo have implemented an exhaustive testing and
evaluation schema to compare and refine different gaming policies by mixing Montecarlo
Simulations, Machine learning and guided sampling techniques.



Remarks

• In embodied AI (and robotics!) deterministic approaches
are practically impossible to implement -> No ‘perfect
information games’

• We are very much likely still far from what we have to cope
with for a robot operating in the real world, but it can be 
seen as a better approximation than Chess….and other
proposed before.

Silver, D. et al. , Mastering the game of Go with deep neural networks and tree search, 
Nature 529, 484–489, 2016



Crash Introduction 
to ML

Lecture slides from Deep Learning
www.deeplearningbook.org

Ian Goodfellow
2016-09-26



The beginning

Picture source: Wikipedia

Rosenblatt’s
Perceptron (1958)

ANN  (Artificial Neural Network) 
with hidden layers



Representations Matters
(F-O-R!)

Figure 1.1



Depth: Repeated Composition

Figure 1.2



Machine Learning and AI

Figure 1.4



Historical Waves

Figure 1.7



Historical Trends: Growing Datasets

Figure 1.8



The MNIST Dataset

Figure 1.9



Connections per Neuron

Figure 1.10



Number of Neurons

Figure 1.11



Solving Object Recognition

Figure 1.12



Gradient Descent

Figure 4.1



Approximate Optimization

Figure 4.3



We usually don’t even reach a local minimum



Iterative Optimization

• Gradient descent

• Curvature

• Constrained optimization



Critical Points

Figure 4.2



Saddle Points

Figure 4.5
(Gradient descent escapes, 
see Appendix C of “Qualitatively 
Characterizing Neural Network 
Optimization Problems”)

Saddle points attract 
Newton’s method



Curvature

Figure 4.4



Neural net visualization

(From “Qualitatively Characterizing 
Neural Network Optimization 
Problems”)

At end of learning:
- gradient is still large
- curvature is huge



Iterative Optimization

• Gradient descent

• Curvature

• Constrained optimization



Roadmap

• Iterative Optimization

• Rounding error, underflow, overflow



Numerical Precision: A deep learning super skill

• Often deep learning algorithms “sort of work”

• Loss goes down, accuracy gets within a few 
percentage points of state-of-the-art

• No “bugs” per se

• Often deep learning algorithms “explode” (NaNs, large 
values)

• Culprit is often loss of numerical precision



Rounding and truncation errors

• In a digital computer, we use float32 or 
similar schemes to represent real numbers

• A real number x is rounded to x + delta for 
some small delta

• Overflow: large x replaced by inf

• Underflow: small x replaced by 0



Machine Learning 
Basics



Linear Regression

Figure 5.1



Underfitting and Overfitting in Polynomial 
Estimation

Figure 5.2



Generalization and Capacity

Figure 5.3



Training Set Size

Figure 5.4



Weight Decay

Figure 5.5



Bias and Variance

Figure 5.6



Decision Trees

Figure 5.7



Principal Components Analysis

Figure 5.8



Curse of Dimensionality

Figure 5.9

remember: Chess vs Go



Nearest Neighbor

Figure 5.10



Manifold Learning

Figure 5.11



Convolutional 
Networks



Convolutional Networks
• Scale up neural networks to process very large images / 

video sequences

• Sparse connections

• Parameter sharing

• Automatically generalize across spatial translations of 
inputs

• Applicable to any input that is laid out on a grid (1-D, 2-D, 
3-D, …)



Key Idea
• Replace matrix multiplication in neural nets 

with convolution

• Everything else stays the same

• Maximum likelihood

• Back-propagation

• etc.



Matrix (Dot) Product

= •m
p

m
pn

n
Must
match



2D Convolution

Figure 9.1



Edge Detection by Convolution

-1 -1

Input

Kernel
Output

Figure 9.6



Practical 
Methodology



What drives success in ML?



Example: Street View Address Number 
Transcription



Three Step Process



Identify Needs



Choose Metrics



End-to-end System



Deep or Not?



Choosing Architecture Family



Increasing Depth



High Test Error



Increasing Training Set Size



Tuning the Learning Rate

Figure 11.1



Monte Carlo 
Methods



Roadmap

• Basics of Monte Carlo methods

• Importance Sampling

• Markov Chains



Randomized Algorithms

Las Vegas Monte Carlo

Type of Answer Exact Random amount of 
error

Runtime Random (until answer 
found)

Chosen by user (longer 
runtime gives less

error)



Estimating sums / integrals with samples



Justification
• Unbiased:

• The expected value for finite n is equal to the correct value

• The value for any specific n samples will have random error, but the 
errors for different sample sets cancel out

• Low variance:

• Variance is O(1/n)

• For very large n, the error converges “almost surely” to 0



For more information…



Object
Categorization

Lecture slides adapted from "Object Categorization
an Overview and Two Models” 

Fei Fei Li





perceptible vision materia

l
thing



Plato said…
Ordinary objects are classified together if they
`participate' in the same abstract Form, such as 
the Form of a Human or the Form of Quartz.
Forms are proper subjects of philosophical 
investigation, for they have the highest degree of 
reality.
Ordinary objects, such as humans, trees, and 
stones, have a lower degree of reality than the 
Forms.
Fictions, shadows, and the like have a still lower 
degree of reality than ordinary objects and so are 
not proper subjects of philosophical enquiry.



How many object categories are there?



Identification: is that Potala Palace?Verification: is that a lamp?

Detection: are there people?

Detection: are there people?



mountain

tree

building



















Three main issues
Representation

How to represent an object category

Learning
How to form the classifier, given training data

Recognition
How the classifier is to be used on novel data



“Bag-of-words” models











Rethinking Robotics for the Robot Companion of the future Rethinking Robotics for the Robot Companion of the future Rethinking Robotics for the Robot Companion of the future 

Hints that DL … MUST WORK



Try Deep Learning by yourself! 

https://www.tensorflow.org/tutorials



Well,…

(stolen from Giorgio Metta)



Well,…

(stolen from Giorgio Metta)



Looking for new paths forward...
For example: Information self-

structuring
•Experiments:

•Lungarella and Sporns, 2006
Mapping information flow
in sensorimotor networks
PLoS Computational Biology

1
7
5



Lungarella, 
Sporns (2006)





Snakebot

1
7
8

see: Tanev et. al, IEEE TRO, 2005



Maybe not GOF Euclidean space? :-)

1
7
9

see: Bonsignorio, Artificial Life, 2013



Bottom Line: Physics Matters!

180

Coping with the common underlying theoretical
issues implied by the application of ML and DL to
physical systems might have deep and wide scientific
and technological impact



Bottom Line: Physics Matters!

181



Bottom Line: Physics Matters!
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Two views of intelligence

classical: 
cognition as computation

embodiment: 
cognition emergent from sensory-
motor and interaction processes



“Frame-of-reference”
Simon’s ant on the beach

• simple behavioral rules

• complexity in interaction, 
not — necessarily — in brain

thought experiment:
increase body by factor of 1000
everything else the same



The “symbol grounding” 
problem
real world:
doesn’t come
with labels …

How to put the 

labels??
Gary Larson



Self-organization and 
emergence at many levels

• molecules

• cells

• organs

• individuals

• groups of individuals



Time perspectives
collective intelligence



Today’s Guest Lecture
10:10 Yulia Sandamirskaya, 

Intel Germany, Munich, Germany

«Neuromorphic Computing»

Stay tuned!



Assignments for next 
week

• Check “How the body…” for self-study

• Think about how … deep learning…vs. 
evolutionary programming… vs … symbolic
approaches…play with tensorflow (or 
similar)STUDENTS’ PREZ ALWAYS 
WELCOME.



End of lecture 1

Thank you for your attention!
stay tuned for lecture 6

“Embodied Intelligence: principles and 
open issues»

5



Prof. Fabio Bonsignorio is ERA Chair in AI for Robotics at FER, University of Zagreb, Croatia. He is Founder and CEO of Heron
Robots (advanced robotics solutions), see www.heronrobots.com. He has been visiting professor at the Biorobotic Institute of the
Scuola Superiore Sant'Anna in Pisa from 2014 to 2019. He has been a professor in the Department of System Enginering and
Automation at the University Carlos III of Madrid until 2014. In 2009 he got the Santander Chair of Excellence in Robotics at the
same university. He has been working for some 20 years in the high tech industry before joining the research community.
He is a pioneer and has introduced the topic of Reproducibility of results in Robotics and AI. He is a pioneer in the application
of the blockchain to robotics and AI (smart cities, smart land, smart logistics, circular economy). He coordinates the Topic Group
of euRobotics about Experiment Replication, Benchmarking, Challenges and Competitions. He is co-chair of the IEEE Robotics
& Automation Society (RAS) Technical Committee, TC-PEBRAS (PErformance and Benchmarking of Robotics and Autonomous
Systems).
He is a Distinguished Lecturer for IEEE Robotics and Automation Society, Senior Member of IEEE and member of the Order of the
Engineers of Genoa, Italy.
He coordinates the task force robotics, in the G2net,an EU network studying the application of Machine Learning and Deep Learning
(Apprendimento Profondo) to Gravitational wave research, la Geophysics and Robotics.
Has given invited seminars and talks in many places: MIT Media Lab, Max Planck Institute, Imperial College, Politecnico di Milano
in Shenzhen, London, Madrid, Warsaw, San Petersburg, Seoul, Rio Grande do Sul.…

Short Bio

The ShanghAI Lectures 2013-



Thankyou!
fabio.bonsignorio@fer.hr

fabio.bonsignorio@heronrobots.com
fabio.bonsignorio@gmail.com
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